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400 million active websites

500 hours of YouTube video 
uploaded every minute

500,000 movies

100 terabytes of satellite images 
every day

Growth in on-line data
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Innovation in machine learning models

ResNet Transformer Generative network (StyleGAN2)
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Growth in compute-power

Google TPU v3
420 teraflops

4096 x TPU v4 = 1 exaflop
(1018 floating pointing operations per second)
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Autonomous vehicles
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De Faux et al., Clinically applicable deep learning for diagnosis 
and referral in retinal disease, Nature Medicine, volume 24, 2018

Medical diagnosis



Stochastic processes: sequence models
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Text generation from language models – GPT-3

Title: Star’s Tux Promise Draws Megyn Kelly’s Sarcasm
Subtitle: Joaquin Phoenix pledged to not change for each awards event 
Article: A year ago, Joaquin Phoenix made headlines when he appeared on the red carpet at the 
Golden Globes wearing a tuxedo with a paper bag over his head that read, "I am a shape-shifter. I 
can't change the world. I can only change myself." It was a promise to not change to fit into the 
Hollywood mold: "I think that's a really special thing, to not change yourself. I think it's a really 
special thing to say, `This is what's inside of me, I'm proud of it, and I'm not going to be ashamed 
because of the way that someone else thinks I should be.'" Now, it's the Oscars, and Phoenix is at it 
again. But this time, his publicist is saying he'll be wearing a tux no matter what. Megyn Kelly was 
not impressed, and she let him have it on The Tonight Show. "You know, I feel like, I feel like you 
could have worn the tux," she says. "But you're saying you're a shape-shifter. I don't know if you can 
change your tux, but you can change your mind. You can change your mind. You can change your 
mind." Phoenix says he did, but it didn't stick. "I was like, `Okay, I'm going to wear a tuxedo to this 
thing.' And then I thought, `I don't want to wear a tuxedo to this thing.'" Kelly goes on to encourage 
him to change his mind again, but Phoenix says it's too late: "I'm committed to wearing this." 

Brown, T. et al. Language models are few-shot learners, NeurIPS, 2020
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Few-shot learning with GPT-3
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Translate English to French,
would you like breakfast => voulez-vous un petit-dejeuner
it is raining => il pleut



GATO
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A transformer network trained with several kinds of data on multiple tasks.

Trained on several datasets/tasks:
• Text (similar to GPT-3)
• Vision+language (e.g. images and captions)
• Simulated control tasks (e.g. Atari games)
• Robotic block stacking

Reed et al., A Generalist Agent, May 2022, arXiv:2205.06175



Precipitation nowcasting
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Variational Autoencoder with latent variable
Denton and Fergus, ICML 2018



Ensemble 
approach

21Claire Bartholomew, John Marsham, Teil Howard, Leif Denby


Matplotlib





Animal tracking for Biological Sciences

22Jose Sosa Martinez



Emergent representation
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Protein 3D structure prediction from amino acid sequence

Jumper, J., Evans, R., Pritzel, A. et al. Highly accurate protein structure prediction with AlphaFold. Nature 596, 583–589 (2021)
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Learning to play 
games through 
self-play
• D. Silver, et al., Mastering the 
game of Go without human 
knowledge, Nature vol. 550, 2017.
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Evaluation of board positions
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Rectifier nonlinearity

Batch normalisation

3x3, Conv, 256

3x3, Conv, 256

Batch normalisation

Rectifier nonlinearity

Residual block

Residual block

⋮ 19 or 39 
residual 
blocks

Rectifier nonlinearity

Batch normalisation

3x3, Conv, 256

history of last 8 board positions (19 × 19 × 17)

Residual block

Residual block

1x1, Conv, 1

Rectifier nonlinearity

Batch normalisation

fcl(*,256)

Rectifier nonlinearity

fcl(256,1)

tanh

1x1, Conv, 2

Rectifier nonlinearity

Batch normalisation

fcl(*,362)

move probabilities

logistic

prediction of game outcome ∈ −1,1



Generative Networks

Tero Karras, Samuli Laine, Timo Aila. A Style-Based Generator Architecture 
for Generative Adversarial Networks, CVPR 2019. 27



Video synthesis from audio
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Facial appearance 
(identity)

Audio clip

Mohammed Alghamdi, Andy Bulpitt
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Engineering Design

Task: finding similar parts

Latent vector space where 
similar parts are close-by

Graph neural 
network
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Visualisation of manufactured 
parts in latent space
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Solving PDEs
𝑢𝑢𝑡𝑡 + 𝑢𝑢𝑢𝑢𝑥𝑥 − ⁄0.01 𝜋𝜋 𝑢𝑢𝑥𝑥𝑥𝑥 = 0

𝑥𝑥 ∈ −1,1 , 𝑡𝑡 ∈ 0,1

𝑢𝑢 0, 𝑥𝑥 = −𝑠𝑠𝑠𝑠𝑠𝑠 𝜋𝜋𝑥𝑥

𝑢𝑢 𝑡𝑡,−1 = 𝑢𝑢 𝑡𝑡, 1 = 0

Example with Burger’s equation from: Maziar Raissi et al., Physics Informed Deep Learning (Part 1): Data-driven 
Solutions of Nonlinear Partial Differential Equations, arXiv:1711.10561, 2017. 36
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